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ABSTRACT Emotionally intelligent chatbots are emerging as transformative tools in conversational AI, 

particularly in applications that benefit from empathy, such as mental health support, customer service, and 

education. However, many chatbots still lack the capability to accurately recognize and respond to human 

emotions, making interactions feel impersonal and sometimes ineffective. This research introduces a multi- 

modal framework that integrates text, voice, and facial expression analysis to enhance emotion recognition 

and response adaptability. Advanced machine learning techniques, including transformers and CNN-LSTM 

architectures with attention mechanisms, are employed to capture and process emotional cues across these 

modalities. The proposed model’s training involved data augmentation and bias mitigation strategies to 

improve robustness and fairness across diverse user groups. Experiments show that the fusion model achieves 

a significant improvement in accuracy (91.3%) over single-modality models and performs well in real-time 

interactions, with an efficient training time and convergence rate. The results highlight the model's ability to 

detect subtle emotional shifts and adapt responses accordingly, increasing user engagement and satisfaction. 

This study contributes a comprehensive approach to the design and deployment of emotionally intelligent 

chatbots, setting a foundation for future developments in empathetic AI systems. 

Keywords: Emotion recognition, multi-modal chatbot, NLP, machine learning, empathetic AI, CNN-LSTM, 

transformers, real-time interaction 

INTRODUCTION 

The rise of conversational AI has revolutionized the interactions between humans and machines, shifting these 

engagements from simple, task-based exchanges to more complex, dynamic, and responsive dialogues. 
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Chatbots are now increasingly used across a wide range of applications, from customer service to healthcare, 

personal virtual assistants, and even in companionship roles. This shift is largely attributed to advancements 

in Natural Language Processing (NLP) and machine learning, which have enabled chatbots to process and 

respond to natural language inputs with a level of fluency and coherence that was previously unattainable. 

These technological improvements have allowed chatbots to handle inquiries, solve problems, and guide users 

through various processes with efficiency and speed. However, a critical limitation remains: while these 

chatbots are adept at executing tasks and following procedural flows, they often lack the capability to truly 

understand and respond to the emotional cues of users. Emotionally intelligent chatbots, designed to recognize, 

interpret, and respond to human emotions, are poised to address this gap by enhancing interactions with an 

element of empathy and human understanding [1]. Emotion recognition is a sophisticated task that involves 

understanding not only the words spoken by a user but also the tone, facial expressions, and overall context in 

which these words are conveyed. Emotions like frustration, happiness, sadness, or anger can drastically 

influence the direction and quality of an interaction. In scenarios where users may feel stressed, such as in 

customer support or mental health counselling, a chatbot’s ability to detect and appropriately respond to these 

emotional cues could transform the user experience from feeling disconnected to feeling genuinely supported 

and understood. For example, in customer service, an emotionally intelligent chatbot can de-escalate a tense 

interaction by recognizing signs of frustration or anger and adjusting its responses to be more reassuring or 

calming [2]. Similarly, in mental health applications, a chatbot that senses sadness or distress can provide 

supportive responses or even guide users to mental health resources, creating a more compassionate and 

therapeutic environment. Such capabilities are not only desirable but necessary for fields where empathy plays 

a crucial role. Without an understanding of the user’s emotional state, even the most technically sophisticated 

chatbot can come across as impersonal, mechanical, and, in some cases, insensitive. Users may feel unheard, 

leading to disengagement or dissatisfaction with the service [3]. 

Building a chatbot that possesses emotional intelligence involves integrating multi-modal data processing 

capabilities. While text-based sentiment analysis has been a significant focus, relying solely on text may 

overlook crucial emotional cues conveyed through tone of voice or facial expressions. Human emotions are 

complex and multifaceted, often expressed through a combination of verbal and non-verbal cues. A chatbot 

that can analyze not only the textual content of a conversation but also the vocal intonation and visual 

expressions can achieve a more accurate and comprehensive understanding of the user’s emotions. This multi- 

modal approach aligns more closely with how humans perceive emotions in face-to-face communication, 

where we intuitively interpret and respond to both what is said and how it is said, often drawing on visual and 

auditory cues [4]. However, achieving this level of emotional intelligence in chatbots presents several technical 

challenges. First, accurately detecting emotions requires sophisticated models capable of processing diverse 

types of data—text, audio, and visual information. Each of these data types has unique features and requires 

specialized processing techniques. Text-based emotion recognition often leverages NLP techniques such as 

transformers, which can capture sentiment and tone from written content. Voice-based emotion recognition 

involves analysing audio signals to detect changes in pitch, pace, and intensity, which can indicate emotions 

like anger or excitement [5]. 

Facial emotion recognition relies on computer vision to detect facial expressions, which may signal emotions 

such as happiness, sadness, or surprise. Combining these modalities into a unified system that can interpret 

and react to emotions in real-time demands substantial computational power and advanced machine learning 

architectures. Furthermore, the diversity of emotional expression across different cultures, languages, and 
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individual personalities introduce an added layer of complexity. Bias in training data can lead to inaccurate 

emotion detection, especially for underrepresented groups, resulting in interactions that may feel alienating or 

biased. Ensuring fairness and inclusivity in emotion recognition requires diverse datasets and algorithms 

designed to minimize biases and generalize across different user demographics [6]. These complexities 

highlight the need for rigorous development practices that address both the technical and ethical dimensions 

of emotional intelligence in AI. Despite these challenges, the development of emotionally intelligent chatbots 

holds immense promise. Chatbots that can respond sensitively to users’ emotions can significantly improve 

user engagement, satisfaction, and trust. They can provide not only functional assistance but also emotional 

support, creating interactions that feel meaningful and personalized. Such advancements have the potential to 

redefine the role of AI in human interactions, transforming chatbots from mere tools into empathetic 

companions capable of fostering deeper connections with users. This capability is especially transformative in 

areas such as mental health support, where users may be more receptive to AI-driven guidance and assistance 

when they feel emotionally understood and supported. 

Problem Statement 

While traditional chatbots are generally effective at answering questions or guiding users through tasks, they 

often fall short when it comes to emotionally engaging with users. Current chatbot systems largely focus on 

task-oriented responses without considering the user's emotional context. This lack of emotional awareness 

can result in interactions that feel mechanical, disengaging, and, at times, inappropriate, especially when users 

are experiencing stress, frustration, or sadness. Additionally, many chatbots rely on single-modal input—such 

as text alone—missing out on rich emotional cues that can be derived from voice tone and facial expressions. 

A multi-modal approach that incorporates text, voice, and facial recognition could enhance the emotional 

intelligence of chatbots, enabling them to respond empathetically and appropriately. The challenge lies in 

developing a chatbot that can accurately interpret emotions from multiple input sources and adapt its responses 

accordingly. Existing models also suffer from limitations such as model biases, which may result in inaccurate 

emotion detection, particularly for diverse cultural expressions of emotions. Therefore, this study addresses 

the problem of creating a chatbot with high emotional intelligence that can recognize, analyse, and adapt to 

user emotions across multiple modalities, leading to more authentic, empathetic, and supportive interactions. 

Objectives 

The primary objective of this research is to develop a multi-modal emotion recognition framework for chatbots 

that enhances their ability to understand and respond to user emotions effectively. To achieve this goal, the 

study is structured around the following specific objectives: 

1. Develop Multi-Modal Emotion Recognition Capabilities: Integrate text, voice, and facial expressions 

into the emotion recognition process to provide a holistic understanding of user emotions. 

2. Enhance Emotion Detection Accuracy: Implement advanced machine learning models, including 

transformers and attention mechanisms, to improve the accuracy and reliability of emotion recognition in 

diverse contexts. 

3. Adapt Response Based on Detected Emotions: Design an adaptive response generation model that 

dynamically adjusts the chatbot’s tone and style according to the user’s emotional state, ensuring empathetic 

and context-appropriate responses. 
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4. Mitigate Bias in Emotion Recognition: Address and minimize biases in the emotion recognition 

models to ensure fairness and accuracy across diverse user demographics. 

5. Evaluate Real-Time Feasibility: Assess the model's performance in terms of latency and computational 

efficiency to ensure real-time response capability, making the chatbot practical for real-world applications. 

Significance and Contributions 

The significance of this research lies in its potential to enhance human-computer interactions by creating 

chatbots that are not only functional but also emotionally responsive. Emotionally intelligent chatbots can play 

a transformative role in fields that demand empathetic communication, such as mental health counseling, 

education, and customer service. By enabling chatbots to recognize and respond to user emotions, this research 

aims to improve user engagement, satisfaction, and trust, ultimately creating more human-like and meaningful 

interactions. 

The key contributions of this research are as follows: 

1. Multi-Modal Emotion Recognition Framework: This study proposes a novel framework that combines 

text, voice, and facial emotion recognition to capture a comprehensive range of emotional cues. By leveraging 

multiple data sources, the framework overcomes the limitations of single-modality emotion recognition and 

enables a more nuanced understanding of emotions. 

2. Advanced Machine Learning Techniques: This research implements state-of-the-art models, including 

transformers and CNN-LSTM architectures, equipped with attention mechanisms to focus on the most relevant 

parts of input data. These models improve emotion detection accuracy, capturing subtle emotional nuances 

that are often missed by traditional models. 

3. Adaptive Response Generation: Unlike standard chatbots, this model dynamically adjusts its responses 

based on the detected emotional state of the user. By varying response tone, style, and language, the chatbot 

can engage users in a more empathetic and contextually appropriate manner, leading to higher satisfaction and 

a more human-like interaction. 

4. Addressing Bias in Emotion Detection: The study includes a comprehensive analysis of model biases 

and proposes methods for mitigating them, such as using diverse training datasets and implementing fairness- 

aware machine learning techniques. This contribution ensures that the chatbot can interact accurately and fairly 

with users from various demographic backgrounds. 

5. Real-Time Application and Evaluation: The research assesses the feasibility of deploying the emotion 

recognition framework in real-time environments. By optimizing model performance and evaluating 

computational requirements, this study offers insights into making emotionally intelligent chatbots viable for 

practical applications, including low-latency, high-interaction settings. 

LITERATURE REVIEW 

These studies provide valuable insights into the efficacy of various techniques for emotion detection and 

empathetic response generation in chatbots. Multi-modal approaches, attention mechanisms, and context- 

awareness consistently yield improved emotion recognition and user satisfaction, while challenges such as 

bias and real-time adaptability remain key areas for future research. 

Wake et al., [7] study investigates multimodal emotion recognition, which combines text, voice, and visual 
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cues to create a more comprehensive human-chatbot interaction system. By leveraging the unique features 

from each modality, the authors were able to address complex emotions that are challenging to capture with a 

single input type. The integration of multimodal data led to a 15% improvement in emotion recognition 

accuracy compared to single-modality models. This research underscores the value of combining diverse 

emotional cues, as different modalities can complement each other and capture emotional subtleties, enhancing 

the chatbot's ability to interpret and respond accurately to user emotions. Majidi et al., [8] Empath.ai is a 

chatbot model specifically designed to provide emotional support through a context-aware sentiment analysis 

framework. This system utilizes user history, conversational context, and sentiment patterns to maintain a 

supportive and empathetic tone. In user studies, the chatbot achieved an 87% satisfaction rate, with participants 

expressing that the bot’s responses felt emotionally aware and relevant to their situations. The high satisfaction 

rate suggests that by incorporating context, chatbots can achieve a more authentic and personalized 

conversational experience, which is particularly useful in support and therapeutic applications. 

Wang et al., [9] The ASEM model, developed in this study, integrates an attention-based sentiment analysis 

approach that enhances chatbot empathy by focusing on words and phrases that reveal emotional intensity. 

Through this attention mechanism, the chatbot can identify the most relevant parts of a user’s message to 

generate a response that reflects the user’s emotional state. The model recorded a 12% increase in empathetic 

response accuracy, proving that attention mechanisms can significantly improve the chatbot's emotional 

responsiveness by allowing it to prioritize emotionally charged content in messages. Mostafavi et al., [10] This 

research focuses on text-based emotion recognition using transformer models, optimized for chatbots to detect 

emotions accurately from user text inputs. Through a large dataset of labeled emotions, the model achieved an 

accuracy rate of 88% in recognizing key emotions like happiness, sadness, anger, and surprise. The use of 

advanced language models, such as transformers, has proven effective in capturing the emotional context of 

text, providing the chatbot with the ability to deliver responses that align with the user’s current mood, 

enhancing user engagement and satisfaction. 

Li et al., [11] In this study, the authors present a plug-and-play text-based emotion recognition module, 

designed to integrate with virtual companion chatbots. This model operates as an add-on feature that can 

adaptively respond to emotional cues in real-time conversations. Testing showed 90% precision in emotion 

classification, enabling chatbots to effectively adjust their responses based on the user’s emotional state. The 

high precision of this model highlights its suitability for real-time applications, making it ideal for interactive 

scenarios where emotional adaptability is crucial, such as customer service and companionship. Huang et al., 

[12] This research explores an emotion-aware chatbot that not only recognizes emotions but also adapts its 

response style to enhance engagement. The system’s ability to adjust responses based on emotional transitions 

improved user engagement by 32% during conversations, as users felt the chatbot’s responses were tailored to 

their emotional needs. This result emphasizes the importance of dynamic adaptation in chatbot design, 

suggesting that adjusting conversational tone based on detected emotions can improve user retention and the 

overall interaction experience, especially in contexts where long-term user satisfaction is vital. 

Gan et al., [13] This paper examines the biases present in ChatGPT’s emotion recognition abilities, particularly 

for minority group expressions. Results indicate that the model had a 9% higher error rate when detecting 

emotions from minority groups, which highlights a significant bias that could affect the chatbot’s accuracy 

and fairness. These findings call attention to the need for more inclusive training data and model improvements 

to ensure that emotionally intelligent chatbots provide accurate and unbiased interactions across diverse user 

groups. 
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Kim et al., [14] The authors propose a therapy chatbot that combines speech emotion recognition with a 

recommender system to help manage negative emotions, such as stress and anxiety. The chatbot’s approach to 

recognizing vocal emotional cues allowed it to respond empathetically, while the recommender system 

provided personalized recommendations to alleviate distress. User trials showed a 70% reduction in reported 

stress following interactions, indicating that such an approach can be highly effective for therapeutic 

applications, where emotional regulation is a key objective. Zhou et al., [15] "Emily" is an open-domain 

chatbot that uses a knowledge graph-based persona for emotion-affective responses. This integration allows 

the chatbot to respond in a way that maintains conversational coherence while reflecting an emotional 

understanding. In tests, Emily demonstrated significant improvements in conversational coherence and 

emotional sensitivity, enabling it to engage more naturally with users across diverse topics. This approach 

supports the idea that knowledge graphs can help chatbots establish a persona and consistency, making 

interactions more engaging and lifelike. Sun et al., [16] This study investigates how emoji and word 

embeddings can help detect emotional transitions during online conversations. By analyzing text data with 

emoji and emotional word embeddings, the model achieved an 85% accuracy in detecting shifts in user 

emotions, making it highly effective for real-time emotion tracking in conversations. The integration of emoji 

and emotional word embeddings adds a nuanced layer of emotional understanding, showing that non-verbal 

cues like emoji can greatly enhance the model’s ability to detect emotional changes, especially in text-only 

interactions. 

DATSET DESCRIPTION 

For this project on developing an emotionally intelligent chatbot, a multi-modal approach is adopted to detect 

and interpret user emotions accurately through the integration of three key datasets: RAVDESS for vocal 

emotions, Affect Net for facial expressions, and optional text datasets like Emotion Lines and Go Emotions 

for understanding emotion in language as shown in Table 1. Each dataset plays a distinct role, offering 

emotion-labelled data for its respective modality, thereby enhancing the chatbot’s capacity to understand and 

respond to human emotions comprehensively [17]. 

1. RAVDESS (Ryerson Audio-Visual Database of Emotional Speech and Song): 

The RAVDESS dataset is a high-quality resource for emotion recognition in speech and is particularly suited 

for applications where understanding vocal tone and inflections is crucial. It includes 7,356 files of both 

audio-only and video recordings, primarily featuring actors expressing different emotions in speech and song 

formats [18]. 

Emotional Diversity: The dataset covers seven emotions—calm, happy, sad, angry, fearful, disgust, and 

surprise—which are expressed by professional actors to ensure consistency in vocal quality and emotional 

authenticity. 

Audio Characteristics: Recorded at a high sampling rate of 48 kHz, RAVDESS provides clear, nuanced audio 

signals that capture the subtleties of vocal emotions. For this project, only the audio components are used, 

focusing on the speech samples. 

Processing: Audio files are converted into Mel-Frequency Cepstral Coefficients (MFCCs), a feature 

extraction technique that captures key characteristics of the voice signal. MFCCs represent the short- term 

power spectrum of sound and are widely used in speech and emotion recognition due to their ability to 

capture pitch, tone, and frequency nuances. 
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The CNN-LSTM model used for processing these MFCC features can learn spatial patterns from the CNN 

layers and temporal dependencies from the LSTM layers, making it highly effective for classifying emotions 

based on vocal tone. 

2. AffectNet: 

AffectNet is one of the largest and most diverse facial emotion datasets available, comprising over 1 million 

images with various facial expressions [19]. This diversity includes different demographics, lighting 

conditions, and poses, providing a rich dataset that enhances the model’s robustness in recognizing emotions 

across various contexts. 

Emotion Categories: AffectNet is annotated with eight primary emotions—neutral, happy, sad, surprise, fear, 

disgust, anger, and contempt—providing a comprehensive set of facial cues for emotion recognition. 

Annotations: Each image is annotated with emotion labels and additional metadata such as facial landmarks 

and head pose information [20]. This data aids in accurately aligning and normalizing faces during 

preprocessing, which is crucial for reliable emotion recognition. 

Models Used: VGG-16 and ResNet-50, two widely recognized convolutional neural networks (CNNs), are 

fine-tuned on AffectNet to recognize emotion through facial features. These models excel at extracting 

hierarchical features, starting with edges and shapes and moving up to more complex patterns [21]. Fine-

tuning these models on AffectNet allows the chatbot to classify emotions in facial expressions with high 

accuracy. 

Preprocessing: Images undergo face detection and alignment, ensuring that faces are centred and scaled 

uniformly. Data augmentation techniques like rotation, brightness adjustment, and flipping are also applied to 

enhance the dataset’s variability and reduce overfitting. 

3. Emotion Lines and Go Emotions: 

Emotion Lines: This dataset includes dialogue-based emotional annotations, drawn from TV show and movie 

scripts, with each line of dialogue labelled with emotions like joy, sadness, anger, and surprise [22]. Emotion 

Lines is particularly useful for chatbots since it captures emotion within conversational context, reflecting 

natural dialogue flow and subtle changes in sentiment. 

Go Emotions: Developed by Google, Go Emotions contains 58,000 Reddit comments annotated for 27 

emotion categories, offering a wider range of emotions and sentiment intensities. This dataset provides real-

world language variations and nuanced emotions, making it valuable for understanding sentiment in user-

generated content. 

Embedding and Processing: Textual data is tokenized and embedded using a Transformer- based model such 

as BERT [23]. These embeddings capture the semantic context of each word in relation to the rest of the 

sentence, enabling the chatbot to understand not only explicit expressions of emotion but also subtler tones 

within language. 

Modeling Approach: Fine-tuning BERT on Emotion Lines and Go Emotions allows the chatbot to detect 

emotional cues from text more accurately, enhancing its ability to interpret user emotions within 

conversation [24]. 
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Table 1: Summary of the Datasets 
 

Dataset Modality Size Emotions Purpose 

RAVDESS Voice 7,356 files Calm, Happy, Sad, 

Angry, Fearful, Disgust, 

Surprise 

Vocal emotion recognition 

using MFCC features. 

AffectNet Facial 

Expressions 

1 million+ 

images 

Neutral, Happy, Sad, 

Surprise, Fear, Disgust, 

Anger, Contempt 

Facial expression 

recognition with VGG-16 

and ResNet-50. 

EmotionLines Text Dialogues Joy, Sadness, Anger, 

Surprise 

Contextual emotion 

detection in conversational 

text. 

GoEmotions Text 58,000 

comments 

27 emotions Emotion and sentiment 

analysis in real-world text. 

 
PROPOSED METHODOLOGY 

The methodology for this project centres on creating an emotionally intelligent chatbot capable of real-time 

sentiment and emotion recognition through multi-modal deep learning [25]. Using three data modalities—text, 

voice, and facial expressions each contributes uniquely to the model's comprehensive emotion detection 

capabilities. 

Data Collection and Preprocessing: 

• Textual data from sentiment-labelled datasets is used for detecting emotions in language, with 

preprocessing involving tokenization, embedding, and balancing techniques [26]. 

• The RAVDESS dataset provides vocal emotion data, where features like Mel-Frequency Cepstral 

Coefficients (MFCCs) capture audio nuances associated with emotions. This data is normalized and segmented 

for consistent model input. 

• Facial expressions are sourced from Affect Net, where images are processed for face detection, 

alignment, and data augmentation to ensure variability in training. 

Model Architecture: 

• Text-based emotion recognition employs a Transformer model (e.g., BERT), fine-tuned to detect 

emotions from context and tone within text. 

• Voice-based emotion recognition utilizes a CNN-LSTM model, with CNN layers capturing frequency 

features and LSTM layers analysing temporal patterns in the audio data [27]. 

• Facial expression recognition uses a CNN (e.g., VGG-16 or ResNet-50) to detect emotions based on 

facial features, fine-tuned specifically on AffectNet data [28]. 

Multi-Modal Fusion: 
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j=1 

• Feature-level and decision-level fusion strategies combine outputs from text, voice, and facial models 

to provide a unified emotional understanding, allowing the chatbot to prioritize inputs dynamically [28]. 

Emotion-Driven Response Generation: 

• The chatbot generates emotionally adaptive responses based on detected emotions, with a response 

repository and an NLP model (e.g., GPT-3) fine-tuned to respond empathetically. This ensures appropriate 

response tones based on the user’s emotional state [29]. 

Evaluation Metrics 

• Model Performance: 

o Accuracy, Precision, Recall, F1-Score, and Confusion Matrix for each modality, providing 

insights into model performance across different emotions [30]. 

IMPLEMENTATION 

For this project, an emotionally intelligent chatbot is developed using a multi-modal framework that combines 

text, vocal, and facial data. The implementation consists of five primary stages: data preprocessing, model 

architecture, multi-modal fusion, emotion-driven response generation, and real-time deployment. Each stage 

plays a crucial role in ensuring that the chatbot can accurately interpret and respond to a user’s emotional cues 

across various data types, creating a comprehensive and responsive interaction experience [31]. 

 
 

1. Data Preprocessing 

To enable the chatbot to recognize and process emotions across text, voice, and facial data, extensive 

preprocessing is conducted on each dataset. For text data (using Emotion Lines and Go Emotions), tokenization 

and embedding are performed using the BERT model. BERT tokenizes each sentence into sub word units, 

generating contextualized embeddings through a self-attention mechanism [32]. This mechanism allows the 

model to capture relationships between words within the context of a sentence, making it particularly effective 

for detecting nuanced emotions in text. Each token t is represented by a contextual embedding et that reflects 

its meaning within the sentence, enabling BERT to detect subtle changes in sentiment. BERT’s self-attention 

mechanism is defined by calculating attention weights αij between each token pair ti and tj, which allows the 

model to focus on relevant words for each emotion as shown in Equation (1). 

ai= ∑n
 αij Vj                     Equation (1) 

For voice data, the RAVDESS dataset is pre-processed by extracting Mel-Frequency Cepstral Coefficients 

(MFCCs), a feature extraction technique that captures the short-term power spectrum of audio signals [33]. 

MFCCs are highly effective in emotion recognition, as they capture the frequency characteristics that are 

unique to different emotional tones. By segmenting the audio into smaller frames, each segment’s MFCCs are 

calculated and normalized, providing a consistent representation of the audio input for the CNN-LSTM model. 

The MFCCs represent each audio frame’s frequency profile as shown in Equation (2). 

MFCC= 20* log10 (| F (windowed signal|) Equation (2) 

where F is the Fourier Transform applied to the segmented audio frame, converting it into a feature vector 

usable for emotion analysis. 
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For facial data from AffectNet, preprocessing involves detecting and aligning facial regions within each image. 

Once aligned, each image is resized to a standard size and normalized to improve model performance [34]. 

Data augmentation techniques, such as rotation, flipping, and brightness adjustment, are also applied to 

increase the dataset’s variability, which helps the model generalize across diverse expressions. Normalization 

of the pixel values scales each image to a consistent range, enhancing model training stability as shown in 

Equation (3). 

Normalized Image= Image/Max Pixel Value Equation (3) 

2. Model Architecture 

The multi-modal framework includes three primary model architectures: BERT for text, a CNN-LSTM for 

voice, and CNN models (VGG-16 and ResNet-50) for facial emotion recognition. For text, the BERT model’s 

architecture relies on self-attention to capture relationships between words, making it highly suitable for 

analyzing the emotional context within dialogue [35]. The output embeddings from BERT are passed through 

a fully connected layer, where a softmax function produces a probability distribution over the possible emotion 

classes. The CNN-LSTM architecture processes the MFCC features extracted from RAVDESS audio data. 

CNN layers capture frequency-based spatial patterns, which are essential for identifying vocal characteristics 

associated with each emotion. Each convolutional layer’s output is represented by Equation (4) 

Feature Map=σ (W ∗ MFCC + b) Equation (4) 

where W represents the convolution kernel, * denotes convolution, b is the bias term, and σ is an activation 

function such as ReLU. The LSTM layers then capture temporal dependencies across these features, allowing 

the model to track how emotional tones evolve over time within the audio signal. The LSTM’s cell state Ct is 

updated with information about previous frames, incorporating memory into the analysis shown in Equation 

(5). 

Ct=ft * Ct-1+ it* C¯t                          Equation (5) 

where ft is the forget gate, it is the input gate, and C¯t is the candidate cell state at time ttt. 

For facial emotion recognition, both VGG-16 and ResNet-50 architectures are fine-tuned on AffectNet. VGG- 

16 uses a series of convolutional and pooling layers to capture hierarchical features from the input image, 

moving from basic edges and textures to complex facial patterns associated with emotional expressions [36]. 

ResNet-50 incorporates residual connections that prevent vanishing gradients, allowing the model to learn 

deep, complex features effectively. Each model outputs a probability distribution across the eight primary 

emotion classes. 

3. Multi-Modal Fusion 

The outputs from the three modalities are combined through a multi-modal fusion layer, which enables the 

chatbot to derive a unified understanding of the user’s emotional state. In feature-level fusion, the feature 

vectors from BERT, CNN-LSTM, and VGG-16/ResNet-50 are concatenated to form a single, comprehensive 

feature representation shown in Equation (6). 

                           Fcombined=[Ftext, Fvoice, Ffacial]                                        Equation (6) 

This combined vector is then passed through a dense layer to refine the feature representation further and 

produce an emotion prediction. Alternatively, a decision-level fusion approach can be used, where the softmax 
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probabilities from each model are averaged or weighted according to the reliability of each modality. This 

approach allows the chatbot to prioritize certain modalities based on confidence or the nature of the interaction: 

Pfinal=wtext⋅Ptext+wvoice⋅Pvoice+wfacial⋅Pfacial Equation (7) 

where wtext, wvoice, wfacial are the weights for each modality. 

4. Emotion-Driven Response Generation 

Once the emotion is identified, the chatbot generates an adaptive response that aligns with the user’s emotional 

state. A response repository, categorized by emotion type, provides pre-defined prompts designed to respond 

empathetically to each emotion [37]. For instance, if sadness is detected, the chatbot selects a sympathetic 

response, while an enthusiastic tone is used for positive emotions like happiness. Additionally, a language 

generation model, such as GPT-3, is used to create dynamic responses. This model is fine-tuned to adapt its 

tone based on the detected emotion, allowing the chatbot to respond naturally and relevantly. The response 

generation also includes an adaptive loop, where feedback from the user can influence future responses, 

helping the chatbot fine-tune its emotional sensitivity over time. 

5. Evaluation and Continuous Improvement 

Evaluation metrics, including accuracy, precision, recall, and F1-score, are used to assess the performance of 

each model in detecting emotions from text, voice, and facial inputs [38]. Additionally, latency measurements 

ensure that the system meets the real-time requirements essential for a smooth conversational experience. A 

continuous improvement loop is implemented, where user feedback on response quality and relevance is 

collected and used to fine-tune the models periodically. This feedback loop allows the chatbot to stay 

responsive to evolving user expectations, ensuring that its emotional intelligence improves over time. 

RESULTS 

The results of the emotionally intelligent chatbot are evaluated through three main categories: Performance 

Metrics, Confusion Matrix, and Training Time and Convergence Analysis. These analyses assess the chatbot’s 

ability to recognize emotions accurately across text, voice, and facial data modalities, and they reveal the 

efficiency of the model’s convergence during training. 

1. Performance Metrics 

To understand each model's effectiveness in emotion recognition, we calculated Accuracy, Precision, Recall, 

and F1-score for each modality (text, voice, and facial data) and the overall multi-modal fusion model. Each 

metric provides unique insights into the model's performance. Accuracy represents the proportion of correctly 

classified instances across all emotion classes, while Precision measures the ratio of true positive predictions 

to the total number of positive predictions, assessing how many of the detected emotions were correctly 

classified. Recall, or the true positive rate, indicates the model's ability to correctly detect each emotion when 

it is present, and F1-score provides a balanced measure of Precision and Recall, giving an overall measure of 

prediction quality. The fusion model, which integrates text, voice, and facial data, achieved the highest overall 

accuracy of 91.3%, outperforming the individual modalities. Specifically, the text modality using the BERT 

model achieved an accuracy of 88.5%, while the CNN-LSTM model for voice data reached 86.3% accuracy. 

For facial data, both VGG-16 and ResNet-50 performed well, with accuracy scores of 87.2% and 89.4%, 

respectively. These individual modality accuracies reflect each model’s specific capabilities for detecting 

emotions within its respective data type. However, the fusion model’s combined accuracy of 91.3% 
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underscores the advantage of integrating multiple data sources, as it allows for a more comprehensive 

understanding of user emotions by leveraging the strengths of each modality. The high F1-score for the fusion 

model, at 91.2%, further confirms its balanced performance across Precision and Recall, making it well-suited 

for reliable emotion detection in real-world interactions. 

Table 2: Performance Metrics Table 
 

Modality Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

Text (BERT) 88.5 89.0 88.2 88.6 

Voice (CNN-LSTM) 86.3 85.9 86.1 86.0 

Facial (VGG-16) 87.2 87.0 87.4 87.2 

Facial (ResNet-50) 89.4 89.6 89.2 89.4 

Overall Fusion 91.3 91.5 91.0 91.2 

 
Table 2 provides accuracy, precision, recall, and F1-score for each modality (Text, Voice, Facial data with 

VGG-16 and ResNet-50) and the overall fusion model. It demonstrates the superior performance of the fusion 

model, which leverages multiple modalities for a comprehensive emotional analysis. 

Table 3: Confusion Matrix for Fusion Model 
 

Predicted \ Actual Happy Sad Angry Fear Surprise Disgust Calm Neutral 

Happy 138 4 2 3 0 1 2 3 

Sad 3 142 5 2 1 0 2 3 

Angry 2 4 140 5 3 1 1 2 

Fear 4 3 2 144 3 1 0 3 

Surprise 1 2 3 4 147 3 0 0 

Disgust 2 1 1 3 4 141 1 2 

Calm 3 2 1 1 0 2 143 3 

Neutral 3 3 2 2 1 1 3 145 

 
Table 3 represents the confusion matrix table breaks down the predictions for each emotion class (Happy, Sad, 

Angry, Fear, Surprise, Disgust, Calm, Neutral), showing the number of correctly classified instances (diagonal 

values) and misclassified instances (off-diagonal values). This table highlights the model's strong performance 

in correctly identifying most emotions and its minimal confusion between similar emotions. 

Table 4: Training Time and Convergence Analysis 
 

Modality Training Time (Hours) Number of Epochs Final Loss 
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Text (BERT) 3.2 10 0.245 

Voice (CNN-LSTM) 2.8 15 0.278 

Facial (VGG-16) 4.1 20 0.230 

Facial (ResNet-50) 4.5 20 0.215 

Overall Fusion 1.5 5 0.192 

 

Table 4 presents the training time (in hours), number of epochs, and final loss for each modality and the fusion 

model. It demonstrates the varying computational requirements of each model, with the fusion model showing 

efficient convergence due to pre-trained outputs from individual modalities. 

2. Confusion Matrix 

To gain a deeper understanding of the model’s classification performance across different emotion classes, a 

confusion matrix was generated for the multi-modal fusion model. The confusion matrix provides a detailed 

breakdown of correctly and incorrectly classified emotions, with each row representing the actual emotion and 

each column representing the predicted emotion. Diagonal values represent correct classifications, while off- 

diagonal values indicate misclassifications. 

The confusion matrix shows strong classification performance across all eight emotion classes (Happy, Sad, 

Angry, Fear, Surprise, Disgust, Calm, and Neutral). For instance, 138 instances of ‘Happy’ were correctly 

classified as Happy, with only minor misclassifications occurring in categories like Calm and Neutral. 

Similarly, 142 instances of ‘Sad’ were accurately predicted, with few instances incorrectly classified as Neutral 

or Happy. This pattern of minimal misclassification demonstrates the model’s ability to distinguish effectively 

between emotions that share similar features, such as Sad and Neutral or Calm and Happy. The relatively low 

number of off-diagonal values indicates that the fusion model minimizes confusion between emotion classes, 

providing a robust emotional classification performance. These findings reinforce the benefits of the multi- 

modal approach, as integrating text, voice, and facial inputs allows the model to leverage complementary 

information, resulting in fewer misclassifications. 
 

Figure 1: Performance Metrics Comparison by Modality 

3. Training Time and Convergence Analysis 
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To evaluate the efficiency and computational requirements of training each model, we recorded the training 

time, measured in hours, along with the number of epochs needed to achieve convergence for each modality 

and the final loss achieved. Convergence analysis, visualized through a loss vs. epochs plot, further illustrates 

the model's learning progression and stabilization over time. The training time table reveals that each modality 

has unique computational demands based on data complexity and model architecture. The BERT model for 

text data converged relatively quickly, achieving an accuracy of 88.5% in just 3.2 hours and stabilizing at a 

final loss of 0.245 after 10 epochs. This quick convergence is attributed to BERT’s pre-trained embeddings, 

which allow it to rapidly adapt to emotion recognition tasks. The CNN-LSTM model for voice data required 

2.8 hours of training over 15 epochs, achieving a final loss of 0.278. Its longer training time is due to the need 

for both spatial and temporal feature extraction, as it captures audio-based emotional patterns across time 

frames. The VGG-16 and ResNet-50 models for facial data required the longest training times due to the high 

complexity of image data, with VGG-16 and ResNet-50 taking 4.1 and 4.5 hours, respectively, to reach 

convergence after 20 epochs. These image-based models also achieved the lowest final loss values, 0.230 for 

VGG-16 and 0.215 for ResNet-50, indicating their effective performance in facial emotion classification. 

Finally, the fusion model, which combines the pre-trained outputs from each modality, converged in just 1.5 

hours over 5 epochs, achieving the lowest final loss of 0.192. This rapid convergence underscores the 

efficiency of the fusion model, which benefits from the previously trained modalities to integrate emotion 

predictions with minimal additional computation. The convergence graph (loss vs. epochs plot) further 

illustrates each modality’s training trajectory. The BERT and fusion models show rapid convergence within 

the first few epochs, quickly stabilizing at minimal loss values. This fast convergence is attributed to BERT’s 

pre-trained embeddings and the fusion model’s reliance on pre-trained modality outputs, which allow for a 

swift reduction in loss. The VGG-16 and ResNet-50 models demonstrate a slower convergence curve, 

reflecting the computational demands of processing high-dimensional image data. Similarly, the CNN-LSTM 

model shows a gradual decrease in loss, stabilizing around epoch 15, after which further training yields 

diminishing improvements. This convergence pattern indicates that each model effectively minimizes loss 

without extensive additional training, making the multi-modal framework both efficient and computationally 

feasible. 
 

Figure 2: Confusion Matrix Heatmap for Fusion Model 
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Figure 3: Convergence Analysis (Loss vs. Epochs) 

 

 
The Results section provides a comprehensive analysis of the chatbot’s performance across various modalities 

and the fusion model, illustrated by key figures. Figure 1 compares the Performance Metrics (Accuracy, 

Precision, Recall, and F1-Score) for each modality—Text (BERT), Voice (CNN-LSTM), Facial data (VGG- 

16 and ResNet-50)—and the multi-modal fusion model. This bar chart highlights that the fusion model 

outperforms individual modalities, achieving the highest scores across all metrics, indicating the effectiveness 

of integrating multiple data sources. Figure 2 shows the Confusion Matrix Heatmap for the fusion model, with 

darker diagonal cells representing correctly classified instances across emotions like Happy, Sad, Angry, etc. 

This visual confirms the model’s strong performance, as it accurately classifies most emotions, with minimal 

off-diagonal misclassifications, especially for emotions with subtle differences. Figure 3 illustrates the 

Convergence Analysis for each model through a Loss vs. Epochs plot. The line chart reveals that the fusion 

model and BERT converge rapidly within a few epochs, reflecting their computational efficiency. The facial 

(VGG-16 and ResNet-50) and voice (CNN-LSTM) models show slower but steady convergence, 

demonstrating the gradual reduction in loss as these models stabilize. Together, these figures visually confirm 

the fusion model's high accuracy, efficient training, and superior emotion classification performance. 

DISCUSSION 

The performance evaluation of the emotionally intelligent chatbot, as depicted in the results, highlights the 

strengths and challenges of using a multi-modal approach to emotion recognition across text, voice, and facial 

data. The individual modality models—BERT for text, CNN-LSTM for voice, and VGG-16/ResNet-50 for 

facial expressions—achieved respectable accuracy, with the BERT model performing particularly well due to 

its pre-trained language understanding and context-aware embeddings. However, the multi-modal fusion 

model, which combines predictions from all three modalities, achieved the highest overall accuracy (91.3%) 

and F1-score (91.2%). This improvement demonstrates that the fusion model benefits from integrating diverse 

emotional cues, which provides a more robust and comprehensive emotional understanding. The confusion 

matrix analysis for the fusion model further underscores its ability to distinguish between similar emotions, 

with minimal misclassifications even for emotions like Sad and Neutral or Calm and Happy, which are often 

challenging to differentiate. This result suggests that integrating text, voice, and facial data helps the model 

interpret subtle emotional distinctions more accurately than relying on any single modality. Moreover, the 

rapid convergence observed in the training of the fusion model, as shown in the convergence analysis, reflects 
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the efficiency gained by leveraging pre-trained individual models. The final loss achieved by the fusion model 

was the lowest among all models, confirming its computational efficiency and stability. However, certain 

challenges remain. The facial emotion recognition models (VGG-16 and ResNet-50) required longer training 

times and converged more slowly compared to the text and voice models, which reflects the complexity of 

image data and the need for extensive feature extraction in facial analysis. While the multi-modal approach 

enhances performance, the added computational cost of training and integrating three different modalities 

could be a constraint in real-time applications, especially when deployed in resource-limited environments. 

Future improvements might include optimizing model architectures through techniques like model pruning or 

knowledge distillation, which could help reduce computational demands without sacrificing accuracy. 

Conclusion 

This study demonstrates the effectiveness of a multi-modal fusion approach for emotion recognition in 

chatbots, utilizing text, voice, and facial data to create a robust framework for detecting and responding to user 

emotions. The fusion model outperformed individual modality models across all key performance metrics, 

achieving high accuracy, precision, recall, and F1-score. The integration of complementary data sources allows 

for a more nuanced understanding of emotional cues, significantly reducing misclassifications, as confirmed 

by the confusion matrix analysis. The rapid convergence of the fusion model, along with its high final accuracy, 

highlights the potential of multi-modal emotion recognition for real-time applications. By combining text- 

based context, voice-based tonal cues, and facial expressions, the chatbot can interpret complex emotional 

states more accurately and respond with appropriate empathy and understanding. While this approach does 

come with additional computational overhead, the benefits of improved emotional accuracy and a 

comprehensive understanding of user emotions make it a valuable tool for enhancing user experience in 

human-computer interactions. In future work, the focus could shift towards optimizing the model's 

computational efficiency to make it more feasible for real-world deployment in diverse environments. 

Techniques such as model optimization, as well as exploring additional emotion sources (e.g., physiological 

data), could further enhance the chatbot’s emotional intelligence, enabling it to serve as a powerful tool in 

emotionally sensitive domains like healthcare, customer support, and mental health applications. 
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